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Disclaimer: These notes have not been subjected to the usual scrutiny reserved for formal publications.

1 A Simple Problem

Before diving into statistical learning theory, we first setup a problem our learner might be faced with.
The book used papaya example to illustrate its idea, while we would use a robotics example. Since analysis
in the book mainly focuses on binary classification problem, we would also start from a binary classification
problem in robotics.

Suppose that we want to train a learner to detect anomaly of an vehicle engine. We have features like
engine’s sound, weight, temperature and outside weather. After doing some experiments, we collected some
training data of different engine states with corresponding features. The goal is to get a model which could
accurately detect anomaly basing on such features using training data we have.

In the example above, the statistical learning theory aims to formally measure how well our model could
perform on data we have not seen before, or generalize to testing data.

2 The Statistical Learning Framework
In this part, we set up a formal model on which we build our analysis.

1. The model’s input:

(a) Domain set: An arbitrary set, X. This is the set of objects that we may wish to label. For
instance, in the engine anomaly detection case, the domain set is all combinations of different
features, including sound, weight, temperature and weather. These features could be real values
or logical integers.

(b) Label Set: The set of possible labels, ). For our current discussion, we will restrict the label set
to be a two-element set, i.e.{—1,1} or {0,1}. In our case, we define our label set as {0, 1} where
0 means normal state, 1 means anomaly.

In other problems, including multi-classification or regression, the label set could also be sets of
logical integers or real values.

(¢) Training Set: S = {(z1,y1)-.., (Tm,¥ym)} is a finite sequence of pairs in X’ x Y: that is, a
sequence of labeled domain points. In our engine case, the training set is the (features, engine
states) training dataset we collected through experiments.

2. The Model’s Output: The learner is requested to output a prediction rule, f : X — ). This
function is also called a predictor, a hypothesis, or a classifier (or regressor in regression problems).
The predictor can be used to predict the label of new domain points. In our case, the predictor is
the one trained upon training set. We are going to use this model to detect anomaly. We use A(S)
to denote the hypothesis (predictor) that a learning algorithm, A, returns upon receiving the training
sequence S.

3. The Generative Model in Nature: We assume that the instances are generated by some probability
distribution. Using Bayesian Rule, we can write the generative probability as p(z,y) = p(z) * p(y|z),
where € R* is the feature vector, y is the engine state. Let us denote that probability over X by D.
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It is important to note that we do not assume that the learner knows anything about this distribution.
Actually, our predictor is expected to learn this probability through training data. We denote the
generative model as g : X — ), and that y; = f(x;) for all i. In our engine case, g is the function that
project our input features onto different engine states.

4. Measures of success: We define the error of a classifier (predictor) to be the probability that it
does not predict the correct label on a random data point generated by the aforementioned underlying
distribution. In our engine case, the measure of success is the probability that the prediction is correct
basing on input features using the trained predictor.

Formally, given a domain subset, A C X, the probability distribution D, assigns a number, D(A),
which determines how likely it is to observe a point. In many cases, we refer to A as an event and
express it using a function 7 : X — {0, 1}, namely, A = {z € X : n(z) = 1}. In that case, we also use
the notation Py.p[m(z)] to express D(A).

We define the error of a prediction rule: h: X — ), to be

Lossp(f(x),y) = Pe~plh(z) # f(2)] = D{x : f(z) # y}) (1)

That is, the error of such h is the probability of randomly choosing an example x for which h(x) # f(z).
The subscript (D, f) indicates that the error is measured with respect to the probability distribution
D and the correct labeling function f.

5. A Note About the Information Available to the Learner: The learner is blind to the underlying
distribution D over the world and to the labeling function f. In our engine example, we have no
knowledge about how to bind engine states with its sound, weight, temperate and outside weather.
The only way the learner can interact with the environment is through collected training dataset.

3 Empirical Risk Minimization

As mentioned earlier, a learning algorithm receives as input a training set S, sampled from an unknown
distribution D and labeled by some target function g, and should output a predictor fs: X — ). The goal
of the predictor is to find fg that could achieve the lowest prediction error with respect to the unknown D
and g.

However, since the learner does not know what D and g are, the empirical error or empirical risk
which could be calculated by the learner is often used as the proxy of the true error. The error on training

error is as
_ Hiem]: fs(zi) # yi}|

Losss (fs(x).v) e

(2)

where [m] = {1,...,m}.

Since the training dataset is the snapshot of the world that is available to the learner, it makes sense to
search for a solution that works well on that data. The learning paradigm - coming up with a predictor h
that minimizes Lg(fs(x),y) - is called Empirical Risk Minimization or ERM for short.

Note that, in classification case, the empirical risk is the error rate on the training dataset. In regression
problems, the empirical risks could be formalized as the Mean Squared Error loss on training dataset, i.e.

Ls(fs(),9) = = > Ifs(ai) — il

4 True Risk V.S. Empirical Risk: Overfitting

Although the empirical risk minimization algorithm seems reasonable, the fact that the training dataset
might be non representative of the true distribution may cause the predictor learned upon the training
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dataset to overfit. That is, the predictor might perform well or perfectly (i.e. achieve zero empirical loss on
training dataset), but poorly on the true distribution.
For instance, consider the following predictor:

Js(@) = { 0 otherwise

Clearly, no matter what the sample is, Lg(hg) = 0, and therefore this predictor may be chosen by an ERM
algorithm (it is one of the empirical-minimum-cost predictor; no predictor can have smaller error). On the
other hand, since the predictor almost always predict 0 for any x, the true error rate of this predictor is
approximately 1/2. Thus, Lp = 1/2. We have found a predictor whose performance on the training dataset
is excellent yet its performance on the true distribution is very poor (as poor as random predictor). This
phenomenon is called owverfitting.

Formally, we could also decouple the true risk as follows:

Lp(fs(x),y) = Lp(fs(x),y) — Ls(fs(z),y) + Ls(fs(x),y)

We define the term Lp(fs(x),y) — Ls(fs(z),y) as generalization risk, while the second term is actually
empirical risk.

5 The Independently and Identically Distributed (i.i.d) Assump-
tion

Clearly, any guarantee on the error with respect to the underlying true distribution, D, for an algorithm
that has access only to a sample S should depend on the relationship between D and S. The common
assumption in statistical machine learning is that the training sample S is generated by sampling points
from the distribution D independently of each other. Formally, we define i.i.d assumption as

e The i.i.d assumption: The examples in the training set are independently and identically distributed
according to the distribution D. That is, every x; in S is freshly sampled according to D and then
labeled according to the generative function, f. We denote this assumption by S ~ D™ where m is the
size of S, and D™ denotes the probability over m-tuples induced by applying D to pick each element
of the tuple independently of the other members of the tuple.

By using the i.i.d assumption, we could get that

E[Ls(fs(x),y)] = Lp(fs(z),y)

In other words, the expectation of empirical loss equals to the true loss. As a result, concentration bounds
may help to compute the bound on generalization risk.

Actually, because of the i.i.d assumption, we can say Learning theories tries to formalize the
intuition if there’s enough data, this (empirical risk) should approximate the true risk.

6 Hoeffding’s Inequality and McDiarmid’s Inequality

6.1 Hoeffding’s Inequality

Hoeffding’s inequality is a powerful technique—perhaps the most important inequality in learning theory—for
bounding the probability that sums of bounded random variables are too large or too small.
Hoeffding’s Inequality:For a random variable X, with E(X) =0 and a < X < b,then for s > 0

E(esX) < 632(17—@)2/8
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6.2 McDiarmid’s Inequality [1]
LetZq,...,Z, be independent random variables taking values in Z. Suppose that F': Z™ — R satisfies

sup R IF(Z17"'?Z77,) _F(Zl,...727:_1727:721‘_!’_17.-.72”)‘ S (&

Then,
212

= 3) 3)
Z’?:l C’L2

Hoeffding’s Inequality is a special case of McDiarmid’s Inequality. We require that the random variables
Z1, ..., Zy are i.id, and Z; € [0,1]. Then, we define f(Z;,...,2Z,) = % i, Z;. Note that because the Z;’s
are constrained to be either 0 or 1, changing one of these values will change the value of f(Z1,...,Z,) by at
most % So, we set ¢; = % in McDiarmid’s Inequality to get the required result.

P[F(Z1,...,2Z,) —E[F] > t] <exp(—

7 Generalization Bound

In this section, we want to get the upper bound of generalization. Specifically, given a distribution X,
a finite collection of possible prediction functions F, and a sample set sampled from X', we want to get the
upper true loss bound of a given predictor f € F over distribution X', which we denote as R[f].

7.1 Post-hoc Validation

Our idea is to get the generalization bound using McDiarmid’s inequality. Firstly, we assume that losses
are bounded, i.e. given a function (predictor) f € F,

|Losss(fs(x),y)| < B for all(x, y)

Then, we define variable Z; = Lossg(fs(X;),Y:), and rewrite empirical loss as

Fltyeosmm) = = 3 Losss(fs(wi),vi) = —Rsl/]
i=1

Note that, true loss equals to the expectation of empirical loss, i.e.

E[Rs(f)] = R[f]

Also, because the loss is bounded, we could use McDiarmid’s Inequality to get the upper bound of general-
ization, i.e. let ¢; = 2B/n, t = ¢, we could get

7’L€2

PIRIf] ~ Rslf] 2 d < exp(~ 5rs) ()
By inverting 4, we could get that with probability at least 1 — § we have

21og(1/6)

R[f] < Rs[F|+ B -

(5)

7.2 Uniform Convergence

By far, we are able to get the generalization bound for a given function (predictor) f € F. In general, we
want to evaluate the generalization bound of an algorithm A over a sample set S. In this case, the variables
Z; = loss(fs(X;),Y;) are no longer independent (because predictors would use the same samples),
which does not satisfy the assumption of McDiarmid’s Inequality.
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Therefore, instead of evaluating a specific function fs output by algorithm A, i.e. A(S) = fg, we instead
want to proof that the generalization upper bound over the entire hypothesis space is small, i.e. we want to
bound

Plsup (R[f] = Rs[f]) = €]
ferF

or equivalently,
PEf € F: R[f] - Rs[f] = €]

7.2.1 Finite Function Class

We first consider the uniform convergence for finite function class. Suppose F is a finite collection of
possible prediction functions, and assume that for all f € F, z € X, and y € Y, |[¢(f(x),y)| < B. Using
Ineq. 4, we could get that for a given function f,

n€2

252

By union bound, we could extend above inequality to the whole function space, i.e.

PIR[f] - Rs[f] = €] <exp (-
PEfF : R[f] = Rs[f] = ] < |FIP[R[f] — Rs[f]e] (6)

where |F| is the number of possible functions. By inverting above inequality, we could get

2106(17/%]) ;.

RIf < Rslf] + By =%,

7.2.2 Infinite Function Class

We start from threshold functions to study the generalization bound for infinite function class. Firstly,
in our example, the threshold function is defined as

F:=fq,: falr) =1z <a),a eR

Obviously, |F| = oo, where in fact F is uncountably infinite. Now consider a random variable z ~ p(x), and
assume that X € (—o0, a4}, for some unknown a.. Define the loss function to be

0 ifz<a
1 otherwise

losss(falz), ) = 1 — fulx) = {

Then, R[f.] = Ex[l — fo(2)] = Pz € [a,a.]], and R[f,,] = 0. The empirical risk is given by Rg|f.] =
%Z?:l 1 — fa(x;). We then sample S = (z1,...,2,) and set @ = max;x;. Note that by construction, a is
an empirical risk minimizer achieving Rg[fsz] = 0.

We want to bound P[R[fz] — Rs[fa] > €] = P[R[fa > €]|Rs[fa] = 0], i.e. probability of drawing

S = (z1,...,x,) s.t. Rg[fa] =0 but R[fs] is large. A demonstration of the error probability is as Fig.1.

P[w¢[ao,Ja¢]]:1—e P[xe&z&,a*]]:e
| | .
| | .

Figure 1: Demonstration of the error probability
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Recall that we set ¢ = max; x;. Therefore, the only way to achieve Rg[fs] = 0 and R[fs] > € is if
x; & [ag,as) foralli=1,...,n

PIR[fa] > €] = Pl

By inverting above inequality, we could get that

R log(1/6
RIfs] = Plx € [a,0.]) < 25120 (®)
This example tells two things. First, it is the "expressiveness” of F that matters, not its cardinality.
Specifically, the cardinality of threshold function is infinite, but the generalization bound is finite. Second,
if the function class F and data satisfy a realizability assumption, i.e. 3f, € F such that R[f.] = 0, then we

get fast rates of O(1/n) as opposed to O(1/+/n).

8 Covering Numbers

In the last section, we make the conclusion that it is the ”expressiveness” of function class F that
matters, not its cardinality. Actaully, there are many ways to meassure expressivity of function classes.
Among them, covering numbers [2], VC-dimension [3], and Rademacher/Gaussian complexities [4] are most
common. Firstly, we briefly define the above definitions.

Covering Numbers Let A C R™ be a set of vectors. We say that A is r — covered by a set A’, with
respect to the Euclidean metric, if for all a € A there exists a’ € A’ with ||a—a’|| < r. We define by N (r, A)
the cardinality of the smallest A’ that r — covers A.

Example: Suppose that A C R™, let ¢ = maxge4 ||al|, and assume that A lies in a d-dimensional
subspace of R™. Then, N(r, A) < (2¢v/d/d)?. To see this, let vi,...,vq be an orthonormal basis of the
subspace. Then, any a € A can be written as a = Z?:1 a; vy, with ol < |lafl2 = ||lall2 < ¢. Let € € R and

consider the set J

Al = {Zaivi Vi o € {—c,—c+e€,—c+2¢,...,c}}.

=1

Givena € A, s.t. a= Zle a;v; with ||a]|e < ¢, there exists ' € A’ such that
la—a'|l> = || Y (o —ai)vil* < & vill* < €.
i i

Choose € = /+/d; then ||a — a’|| < 7 and therefore A’ is an r-cover of A. Hence,

N, A) < 4] = (28 = (2

€ r

)d

VC-dimension The VC-dimension of a hypothesis class H denoted VCdim(H), is the maximal size of
a set C C X that can be shattered by H. if H can shatter sets of arbitrarily large size we say that H has
infinite VC-dimension.

Rademacher/Gaussian complexity Let p be a probability distribution on a set X and suppose that
X1,..., X, are independently samples selected according to u. Let F be a class of functions mapping from
X to R. Define the maximum discrepency of F as the random variable

n/2

Dy (F) = sup(z Zf(Xi) - % Z f(X3))

n
fer s i=n/2+1
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Denote the expected maximum discrepency of F by D, (F) = Eﬁn(}' ).
Define the random variable

R, (F) supFZa, Il X1, X,

where o1, ...,0, are independent uniform :tl—valued random variables. Then the Rademacher complexity
of Fis R,(F) =ER,(F)). Similarly, define the random variable

Gn(F) supFZgz Il X1, Xal,
where g1, ..., g, are independent Gaussian N (0,1) random variables. The Gaussian complexity of F is

Gn(F) = E(F).

In our lecture note, we will talk about covering number.

8.1 Covering Number Lemma

Covering Number Lemma: Let @) : F x Z — R be L-Lipschitz with respect to the first argument:

Q(f,2) = QU 2)| < LIlf = f'll, V=€ Z, f, f'F (9)
Let S be a 57 — net for F, and suppose that
PlR(f,2) —E:[Q(f,2)] = e <6 VfeS (10)
Then
PES € F 1 Qf,2) —E[Q(f, )] 2 2 < ON(F, 57 (1)
Proof:

Q(fv Z) - EZ[Q(fv Z)] = Q(sv Z) - ]EZ[Q(Sv Z)] + Q(f7 Z) - Q(S, Z) - EZ[Q(f? Z) - Q(&Z)}

< Q(s,2) —E:[Q(s, 2)| + LI f — sl| + L||f — s
< Q(s,2) —E:[Q(s,2)] + €
The first inequality follows because if event A implies B, then P(A) < P(B). Then we get
PEf € F: Qf,2) — Ez[Q(f, 2)] = 2¢]
<P3HseS: Q(s z) —E.[Q(s, 2)] > €

€

The last inequality follows by the union bound over the N'(F, 537) elements of the 5%--net.

8.2 Uniform Convergence using Covering Number

Next, we get a generalization bound using covering number lemma. First, we set Q(f, z) = £(f(z),y), and
assume that the loss function is L-Lipschiz with respect to f € F, i.e. [¢(f1(x),y) —L(f2(x),y)| < Ll fr — fo-
Further, we assume that |loss(f(z),y)| < B, then using McDiarmid, for fixed f € S, we have

n62

PIR[f] = Rs[f] = €] < GXP(—@) (12)
Applying the covering number lemma, we see that
2
ne
P : — > 2¢| > 1
3f € F: RIf - Rslf) 2 2 2 N(F, J-) exp (1) (13)
Inverting, we conclude that with probability at least 1 — § we have that
2log(N(F, 55)/9
R[] < Rs[h] + 23\/ 08N (%, 52)/9) (14)
n
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8.3 Linear Classifier Example

From the above example, we could make the following conclusions: (i) N'(F, 53 ) captures ”expressivity”,

and shows that the smoother the loss functions generalize better; (ii) Suppose we want to estimate the risk
of the best linear classifier F = {f(z) = wTx : |w| < M} (iii) Suppose the loss is L-Lipschitz, then it
is 2LM-bounded; (iv)if z,w € R?, then N (F,e) < (#£)?; (v) We conclude, using our lemma, that with
probability at least 1 — §, R[w] < Rg[w] + € V||w| < W if

2dL2M? SML 2B%M?
n > ———— log( )+ —— log(1/9);

€ €

(vi)Bound can be improved, but uniform convergence always needs n > Q(%).
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